
Abstract. We have investigated the S0 and S1 electronic
states in bacteriorhodopsin using a variety of QM/MM
levels. The decomposition of the calculated excitation
energies into electronic and electrostatic components
shows that the interaction of the chromophore with the
protein electric field increases the excitation energy, while
polarization effects are negligible. Therefore, the experi-
mentally observed reduction in excitation energy from
solution phase to protein environment (the Opsin shift)
does not come from the electrostatic interaction with the
protein environment, but fromeither the interactionof the
chromophore with the solvent or counter ion, or struc-
tural effects. Our high-level ONIOM(TD– B3LYP:Am-
ber) calculation predicts the excitation energy within
8 kcal/mol from experiment, the discrepancy probably
being caused by the neglect of polarization of the protein
environment. In addition, we have shown that the level of
optimization is extremely critical for the calculation of
accurate excitation energies in bacteriorhodopsin.

Keywords: Opsin shift – Bacteriorhodopsin – ONIOM –
QM/MM – Hybrid methods

Introduction

The protonated Schiff base of retinal (PSBR) is the
chromophore in the bacteriorhodopsin protein (bR) [1,
2], which acts as a light-driven proton pump across the
cell membrane in Halobacterium halobium. Upon ab-
sorption of a photon, PSBR photo-isomerizes from the
all–trans to the 13–cis isomer, which starts a series

of proton transfer reactions that has as net result the
migration of one proton from the cytoplasmic surface to
the extracellular surface of the protein.

A reasonably accurate structure of bR was first
determined by Henderson and co-workers [3], and to
date at a highest resolution of 1.55 Å by Luecke and
co-workers [4]. The protein is roughly shaped as a
barrel, made up from 7 helices that are parallel with
the lipids in the cell-membrane. The chromophore is
bound covalently to Lys216 in the center of the barrel,
and a hydrogen-bonded network consisting of func-
tional groups and water molecules surrounds the Schiff
base.

Intriguingly, the chromophore in bR absorbs at
568 nm [5], while in methanol a similar chromophore
absorbs at 465 nm[6]. This phenomenon is known as the
Opsin shift, and a number of explanations have been
proposed to account for it. First, the solvent can affect
the excitation. Second, the conformation of the chro-
mophore can be constrained by the protein. Third, the
interaction of the Schiff base with the counter ion can be
different. Fourth, the charge distribution of the protein
can interact with the chromophore. In the current paper
we computationally explore this fourth possibility, using
our ONIOM hybrid method, which can treat large
systems at a very accurate level.

Several other computational studies on the excitation
of PSBR in bacteriorhodopsin have been published re-
cently. Houjou et al. presented semiempirical INDO/S
excitation calculations of the chromophore, with the
protein charge distribution calculated using the Mozyme
method [7]. This study was later extended to include a
polarizable protein environment [8], of which the im-
portance was suggested from earlier polarizable contin-
uum calculations [9]. For the explicit bR modeling,
Houjou used the 2BRD structure by Henderson [10],
keeping the non-H atoms frozen to the experimental
values. Hayashi and Ohmine presented CASSCF and
CASSCF–MRMP calculations, based on fully HF/MM
optimized structures [11]. Both Hayashi and Houjou
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also investigated the quantum effect of the Asp85
counter-ion on the excitation.

Methods

ONIOM hybrid method

The ONIOM hybrid method [12, 13, 14, 15, 16, 17, 18, 19] in the
Gaussian package [20] can combine any two or three quantum
mechanical (QM) and molecular mechanical (MM) computational
methods into one calculation. In the current work we deal with
two-layer QM:MM combinations, for which the total energy of the
system is obtained from three independent calculations:

EONIOM ¼ EQM;model þ EMM;real � EMM;model ð1Þ

Real denotes the full system, which only needs to be calculated at
the MM level, and model denotes the part of the system that needs
to be calculated at both the QM and MM level. The method
can be regarded as an extrapolation scheme. Starting from the
MM energy for the model system, the extrapolation to the QM
level ðEQM;model � EMM;modelÞ and to the full system ðEMM;real �
EMM;modelÞ are assumed additive to give an estimate for the target,
EQM;real. Many other QM/MM formalisms have been proposed in
recent years, but most are presented as summation schemes instead
of the ONIOM extrapolation scheme [21, 22].

EQM=MM ¼ EQM;model þ EMM;MM þ EQM�MM ð2Þ

EMM,MM stands for the MM energy of the MM layer alone, while
EQM)MM describes the interaction between the QM layer and the
MM layer. In its simplest form, EQM)MM contains the classically
(using MM terms) evaluated electrostatic and van der Waals non-
bonded interactions, and the bonded MM terms in the interface
region. The ‘‘QM/MM expression’’ (Eq. 2) and the ‘‘ONIOM
expression’’ (Eq. 1) are conceptually the same; the ONIOM
(EMM,real EMM,model) terms describe the energy of the MM layer
plus the interaction between the two layers, just as (EMM,MM +
EQM–MM) in Eq. 2.

When the layers are not covalently bound, the model system is
identical to the high level layer. In that case, the ONIOM and QM/
MM formalism are equivalent. When covalent bonds do exist, the
resulting dangling bonds can be saturated with link atoms, which
are chosen so that they best mimic the substituents. This is the most
straightforward approach, and used in ONIOM, although a num-
ber of hybrid methods employ alternative schemes that are based
on �frozen orbitals’ or other ways to terminate the boundary [23,
24, 25]. In ONIOM, hydrogen link atoms usually yield good results
when carbon–carbon bonds are broken. The Cmodel–Hlink bonds
are then assigned the same angular and dihedral values as the
Cmodel–Creal bonds in the real system, while the Cmodel–Hlink bond
lengths are obtained by scaling the Cmodel–Creal bond length. This
ensures that the number of degrees of freedom remains as 3N–6, so
that any method for the investigation of potential energy surfaces
available for conventional methods can be used for ONIOM as
well.

The geometrical derivatives of the ONIOM energy can be ob-
tained in a similar fashion as the energy. If link atoms are present,
the Jacobian J must be used to convert the coordinate system for
the model system to that for the real system. The gradient can be
written as

@EONIOM

@k
¼ @EQM;model

@k
� Jþ @EMM;real

@k
� @EMM;model

@k
� J ð3Þ

From Eq. 1 it follows that the interaction between the QM and the
MM layer is included at the MM level, via the EMM,real term. This
type of embedding is referred to as mechanical embedding (ME). In
fact, in the ONIOM scheme, the interaction between any two layers
is always included at the lowest of the two associated levels.
However, in many QM/MM methods, the electrostatic interaction

between the layers is moved from the MM level to the QM level,
which is referred to as electronic embedding (EE) [26]. In that case,
the QM calculation of the model system is calculated in the po-
tential field generated by the MM region, while the EQM–MM term
no longer includes the classically evaluated electrostatic interaction
between the two layers.
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EQM=MM�EE ¼ EQM;model
V þ EMM;MM � Ebonded;VDWQM�MM ð5Þ

Where qs are the MM partial atom charges, Zs the nuclear charges,
subscript i indicates the electrons, subscript N the point charges,
and subscript J the QM atoms. Electronic embedding allows the
QM wave function to be polarized, and also provides an improved
description of the electrostatic interaction between the layers
because the QM charge distribution is no longer approximated
by MM atomic partial charges. The way electronic embedding
is incorporated differs between the various QM/MM formalisms,
depending on the exact way the coupling between the layers
is treated in the first place. Equations 4 and 5 are therefore only
‘prototype expressions’; in most QM/MM schemes a fine balance
is obtained by including and excluding certain interactions that
involve atoms in the interface region.

Electronic embedding can also be incorporated in the ONIOM
framework. Since we want to stay true to the extrapolation phi-
losophy, we modify both the QM and MM model system calcula-
tions by adding the electrostatic interaction of the QM region with
the MM region:

EONIOM�EE ¼ EQM;model
V þ EMM;real � EMM;model

V ð6Þ

EMM;model
v ¼ EMM ;model

0 þ
X

J

X

N

qJ qN

rJN
ð7Þ

The real system MM calculation remains the same as in Eq. 1,
including the electrostatic interaction between the MM and QM
layers. Although the electrostatic interaction between the two lay-
ers is evaluated three times, once in each term on the r.h.s. of Eq. 6
(the EMM,real term is the same as in Eq. 1, and still includes the
electrostatic interaction between the two layers at the MM level), it
is more or less equivalent to the QM/MM)EE formalism in Eq. 5,
since many electrostatic terms in the second and third term cancel.
In fact, when there is no bonded interaction between the two layers,
the electronic embedding versions of ONIOM and QM/MM are
also exactly the same. It must be noted that in the ONIOM elec-
tronic embedding scheme also the link atoms ‘see’ the surrounding
charges. In a number of QM/MM schemes the link atoms
are treated in a different way to the remaining QM atoms, which
requires modifications to the electronic structure theory. Since
this would compromise the generality of the scheme, ONIOM
treats all the atoms in the model system in the same way.

When there is covalent interaction between the two layers, the
situation is slightly more complicated with electronic embedding
schemes, because largeMMcharges close to theQMregion can over-
polarize the wave function. In addition, QM/MMschemes can suffer
from over-counting or under-counting. This is the result of electro-
static interactions in MMmethods being scaled when they are close
together (based on bond distance), which in its most straightforward
way cannot been done with electronic embedding because the charge
distribution in the QM region is not atom-based. These problems
have been solved in a variety of implicit and explicit ways. In link-
atom QM/MM schemes, the over-polarization is usually taken care
of by scaling the charges that are close to the QM region [21], while
the over- or under-counting can be corrected by an extra classical
term that uses localized charges in the QM region to balance the
electrostatic interaction at the electronic level [11]. In the ONIOM
formalism, however, this correction term is naturally included, since
the scaling of the charges close by the QM region is done in both the
model system terms in Eq. 6. The exact formalism and implications
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of electronic embedding in ONIOM(MO:MM) and the comparison
to other schemes is beyond the scope of the current paper, andwill be
discussed in detail elsewhere [18].

Model

We used the X-ray structure of 1.55 Å resolution by Luecke [4] as
the basis of our calculations. This structure contains the chromo-
phore, the protein (with 222 amino acid residues), 18 membrane
lipids, and 23 water molecules. We removed the lipids from the
X-ray structure, and added hydrogen atoms with the GaussView
[27] graphical interface. All protonation states were standard, apart
from Asp96, Asp115, and Glu204, which were protonated. [28, 29]
A section of the loop between helices E and F is missing from the
X-ray structure (this sequence has a zero net charge [3]). These two
artificial and the two regular ends of the protein were capped with
NH3

+ and COO–. Thus the ‘‘real’’ system in the present calculation
contains 3624 atoms.

Calculations

Aprivate development versionof theGaussian package [20]was used
for ONIOM calculations. The ONIOM model system is the chro-
mophore, consisting of 50 atoms (plus one link H atom), which was
treatedboth byQMandMM,while the above-mentioned real system
was treated by MM. As the QM, we used the Hartree Fock method
with the 6–31G(d) basis set (abbreviated asHF) or theB3LYPhybrid
density functional method with the same basis set (abbreviated as
B3LYP), and as the MM we adopted the Amber [30] molecular
mechanics force field. Full optimizations of the geometry of the entire
real system were performed with the ONIOM method, without
boundary conditions or inclusion of solvent. Optimization was
carried out both with the electronic embedding ()EE) as well as the
mechanical embedding ()ME), thus yielding a total of four different
geometries. In the model system calculations with the electronic
embedding, we set theMMcharges to zero for atoms closer than four
bonds from the QM region. For the protein, we used the standard
Amber charges, while for the chromophore, Mulliken charges were
obtained at the B3LYP/6–31G(d) level for the ground state1. The
latter were fixed for all the calculations, although in reality the charge
distribution of the S0 and S1 states are very different.

For the excited state calculations, we used CIS (configuration
interaction with single excitations), TD–HF (time-dependent HF),
and TD–B3LYP (time-dependent B3LYP) methods with the
6-31G(d) basis set at various optimized geometries of the ground
state. Only for the CIS calculations were we able to decompose the
excitation energies into polarization and electrostatic components
[31], or the contributions from the individual residues. One may
note that these calculations are not the first on excited states using
the ONIOM method; previously we investigated the performance
of QM:QM combinations for the photo-isomerization of PSBR
[32], and the S0 fi T1 and T2 excitations for a series of cyclic
alkenes and enones [33].

Lastly, we give the details of the energyminimization procedures.
A combination of optimization techniques was applied. Using a
conjugate gradient optimizer in Cartesian coordinates, we first
optimized the hydrogen atoms, then included the water molecules,
followed by the inclusion of the amino acid side-chains, and finally
full relaxation of the protein, keeping only the chromophore fixed.
The last step took about 5000 steps, and the RMS force of the opti-
mized structurewas 9 · 10–6 a.u. This represents the relaxationof the

protein environment; the deviations in the protein part of the system
of the ONIOM optimized structures (see below) with this protein-
only optimized structure are negligible.We used the micro-iterations
technique for the optimization of the mechanical embedding struc-
tures: for each optimization step in the chromophore QM region, the
proteinMMregion is fully relaxed. For theQMregionwe employ the
regular Gaussian optimizer in redundant internal coordinates, while
for the MM region we use the Cartesian coordinate optimizer as
described above. For the electronic embedding optimization we
could not employ themicro-iterations, and needed to use a very basic
(no conjugated gradient) Cartesian optimizer.

Results

Structure

Before investigating the Opsin shift, we must validate the
structural integrity of our computational model. The
main points of concern in our calculations are the neg-
ligence of the environment beyond the protein (most
importantly the lipid bilayer), and the fragment missing
from the X-ray structure. In addition, since we only
perform energy minimizations, and no molecular
dynamics (MD) calculations, temperature or other
dynamics effects are not taken into account. We assume
that this does not affect the excitation energies much.
In principle we could improve upon the neglect of
environment by setting some boundary conditions, while
the missing loop could be constructed based on other
available experimental structural or sequence data.
However, we preferred not to introduce new parameters,
and below we show that the optimization did not distort
the structure significantly.

At first, the ground state structure fully optimized by
ONIOM was compared with the X-ray structure. The
deviations of C–a coordinates for ONIOM(HF:Amber)–
ME optimized structure from the X-ray results are shown
in Fig. 12. Only the deviations of C–a backbone atoms are
used to avoid noise caused by the floppy side chains. From
the figure we see that only five C–a atoms have moved
more than 3 Å, which indicates that the overall structure
has remained intact during the optimization. Even the
loose ends that terminate the protein and cap the missing
fragment have remained more or less in place. The sta-
bility of the structure is probably the result of the barrel
conformation and the fact that we did not perform
dynamics calculations. Despite using fairly tight criteria3,
geometry optimization procedures are not likely to result
inmajor structural changes. Themain reasons are that the
individual forces that govern such events are small, and
that the optimization nearly always converges to the
closest minimum. Thus, although the approximations in

1 For the chromophore we used Mulliken charges obtained from a
B3LYP/6–31G(d) gas phase optimized structure, averaging the
charges of equivalent atoms, although they are not necessary the
best choice in QM/MM (or MM) methods. However since we are
mainly interested in the electronic embedding calculations, where
virtually all terms involving these charges vanish, we have not
attempted to derive a more appropriate set of partial charges.

2 The structures were overlapped by minimizing the RMS deviation
(all atoms were included with equal weights), using the Tinker
package: Tinker, version 3.1, Ponder JW (1996) Washington
University School of Medicine, St. Louis, Missouri.
3 The RMS forces of the optimized structures are 6 · 10–6,
16 · 10)6, 13 · 10–6, and 17 · 10–6 for ONIOM(HF:Amber)–ME,
ONIOM(HF:Amber)–EE, ONIOM(B3LYP:Amber)–ME, and
ONIOM(B3LYP:Amber)–EE, respectively.
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our model make it unsuitable for MD studies, they pose
no problems for our current objectives. It must be noted
that local relaxation does occur over large regions, which
is important in this work because we compare subtle
geometrical differences between computational levels. If
we had kept the crystal structure rigid and only optimized
the QM region, even a small bias of the experimental
structure for any particular chromophore geometrymight
have affected the results.

Lookingmore closely at the figure, we see 7 valleys and
8 peaks, which correspond to the alpha-helices (labeled A
to G) and the loops between them, respectively. The he-
lices move less during the optimization than the loops,
because they are better defined in the X-ray structure and
are more tightly bound. Because the chromophore is lo-
cated more or less in the center of the barrel, we need to
pay attentionmainly to the deviations of the helices. Since
the deviation is nearly always less than 1 Å, it is likely that
the active center and its environment are similar in the
optimized and experimental structures.

In Fig. 2 and Table 1 we show selected geometrical
parameters of the chromophore and several residues and
water molecules that are close by or involved in the initial
phase of the proton pump mechanism. The agreement
between the experimental and the computed structures for
the hydrogen-bonding network around the chromophore
in Fig. 2 is excellent in general, regardless of the compu-
tational level employed. The only major difference be-
tween calculation and experiment is the hydrogen bond
between Asp212 and W402, where different carboxylate
oxygens are involved in the experimental and optimized
structures. Our present results are very similar to the
results of Hayashi et al, shown also in Fig. 2, although
they also found with a different QM/MM partitioning
that the Asp212–W402 bond is as in the X-ray structure,

while the PSB–W402 bond is broken [11]. All our other
calculated hydrogen bond lengths in the reaction center
are within 0.2 Å of the experimental values. The differ-
ences are slightly larger for several of the other distances,
specifically between Asp85 and the Schiff base. These are
3.59–3.66 Å in calculations vs 3.79 Å in experiment, and
3.91–3.93 vs 4.38 Å for the second oxygen atom.

Looking more closely at the chromophore dihedral
(Fig. 2) and bond length (Table 1) parameters, we see
that electronic embedding causes the single–double bond
alternation to be more significant and the polyene to be
slightly flatter. This corresponds to a decrease in the
contribution of the resonance structure that has the
singe/double bonds inverted and the positive charge
migrated away from the Schiff base [34], which is most
likely caused by the negative charges of Asp85 and
Asp212. In the EE calculation, the negative charges of
the nearby amino acid residues polarize the chromo-
phore and increase the single–double bond alternation.
One recognizes that this effect is much more pro-
nounced in the ONIOM(HF:Amber) calculations than
in the ONIOM(B3LYP:Amber); the differences in bond
distances in the vicinity of the PSB N+ center in Table 1
between )EE and )ME calculations with ONIOM
(HF:Amber) are about twice as large as those with
ONIOM(B3LYP:Amber), which is the result of the
alternation being over-estimated at the HF level in the
first place. From Table 1 it is also clear that the main
geometrical effect of the protein environment on the
chromophore can be found in the dihedral angles in the
vicinity of the Schiff base. The chromophore in bR is
significantly twisted, specifically about the C14=C13

bond, which isomerizes in the protein pump mechanism,
while the polyene chain is virtually planar in the gas
phase.

Fig. 1. Deviations of the
ONIOM(HF:Amber)– ME
optimized C–a coordinates
from the X-ray structure
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Excitation energies

In Table 2 we show the S0 fi S1 vertical excitation en-
ergies (nE) calculated at the CIS, TD–HF, and TD–
B3LYP levels with the 6–31G(d) basis set, both with and
without electronic embedding, for the structures opti-
mized with and without electronic embedding.
n<Y0|H0|Y0>is the excitation energy without protein
field and n<YV|HV|YV>is the excitation energy in the

protein field (HV) with the wave function YV that is

polarized by the protein field, i. e., with EE. The values
of n<YV|HV|YV>with the CIS and TD–HF methods
overestimate the experimental value of 50.3 kcal/mol
(568 nm, in bR) by 20–30 kcal/mol, while TD–B3LYP
approaches it to within 10 kcal/mol.

It is interesting to note that for both TD–HF and CIS
calculations, the excitation energy without protein field,
n<Y0|H0|Y0>, is larger with the electronic embedding
ONIOM(HF:Amber)–EE structure than with the me-
chanical embedding ONIOM(HF:Amber)–ME structure

Fig. 2. Selected geometrical
parameters of the chromophore
binding site (distances in Å,
dihedral angles in degrees).
Numbers from top to bottom,
for ONIOM(HF:Amber)–ME,
ONIOM(HF:Amber)–EE,
ONIOM(B3LYP:Amber)–ME,
ONIOM(B3LYP:Amber)–EE,
values reported by Hayashi
(Asp85, Asp212, W401, W402,
and W406 included in the QM
region as well), and X-ray
results from Luecke

Table 1. Optimized bond lengths (Å) and dihedral angles (degrees) along the chromophore polyene chain

N16=C15 C15–C14 C14=C13 C13–C12 C12=C11 C11–C10 C10=C9 C9–C8 C8=C7 C7–C6 C6=C5

Structure Bond lengths
ONIOM(HF:Amber)–ME 1.32 1.37 1.40 1.40 1.37 1.41 1.36 1.45 1.34 1.47 1.35
ONIOM(HF:Amber)–EE 1.29 1.40 1.37 1.43 1.34 1.44 1.34 1.46 1.33 1.48 1.34
ONIOM(B3LYP:Amber)–ME 1.33 1.37 1.41 1.39 1.39 1.40 1.39 1.42 1.37 1.44 1.38
ONIOM(B3LYP:Amber)–EE 1.32 1.39 1.39 1.41 1.37 1.41 1.38 1.44 1.36 1.45 1.37
HF (gas phase) 1.32 1.37 1.41 1.40 1.38 1.41 1.37 1.45 1.35 1.47 1.35
B3LYP (gas phase) 1.34 1.38 1.41 1.40 1.39 1.40 1.40 1.43 1.38 1.44 1.38
Structure Dihedral anglesa

ONIOM(HF:Amber)–ME –162.89 172.40 –154.89 177.89 –174.77 –177.24 179.38 –174.58 177.76 172.58 –177.73
ONIOM(HF:Amber)–EE –164.51 172.24 –156.34 176.35 –173.61 –176.70 179.20 –174.02 178.08 171.61 –178.27
ONIOM(B3LYP:Amber)–ME –162.53 173.06 –154.77 177.28 –174.95 –176.94 178.83 –175.25 177.67 173.26 –177.35
ONIOM(B3LYP:Amber)–EE –164.66 172.25 –155.56 176.32 –174.09 –176.76 179.00 –174.48 178.04 172.07 –177.99
HF (gas phase) 179.99 –179.98 179.96 –179.96 179.94 179.94 179.94 179.98 –178.57 166.02 –174.87
B3LYP (gas phase) –179.98 179.86 –179.76 179.61 –179.61 179.20 –179.52 178.17 –177.95 169.79 –172.43

aH–N–C–C, N–C–C–C, and C–C–C–C dihedrals angles along the polyene chain
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(68.34 vs. 73.59 kcal/mol for TD–HF, and 73.10 vs.
77.87 kcal/mol for CIS). This can be related to the
change in dihedral and bond length parameters of
the polyene, discussed above. The inverted resonance
structure resembles the S1 electronic state, so that the
electronic embedding structure will be favorable for the
ground state, and unfavorable for the excited state,
resulting in larger excitation energy. The pure gas phase
HF optimized structure of the chromophore is very
similar to that of ME (except for some dihedral angles;
the gas phase optimized structures are nearly planar,
with maximum dihedral angles in the polyene fragment
of 178.6 and 178.0 degrees at the HF and B3LYP levels,
respectively), and Table 2 shows that these two struc-
tures give virtually the same excitation energy. The large
geometrical difference between the ME and EE opti-
mized structures does not exist between the TD–B3LYP
optimized geometries, as discussed above, and therefore
the excitation energy at ONIOM(B3LYP:Amber)–EE
structure is within 1.2 kcal/mol from that with – ME.
Table 2 also shows that at a given structure, the exci-
tation energy in the protein field (HV) with the EE po-
larized wave function, n<YV|HV|YV>, is larger than
the gas phase excitation energy, n<Y0|H0|Y0>, by 1.3
to 6.1 kcal/mol, depending on the method of calculation
and the geometry used. The excitation energy is blue-
shifted going from gas phase to protein environment at
a given structure. In the case of CIS calculations at the
ONIOM(HF:Amber)–ME and –EE structures, one can
analyze the difference by calculating intermediate ener-
gies. Starting from n<Y0|H0|Y0>, one can turn on the
protein field HV but still use the gas phase wave function
Y0 to calculate n<Y0|HV|Y0>. The difference,
n<Y0|HV|Y0>)<Y0|H0|Y0>, represents the electro-
static effects of the protein potential, and is +2.8 and
+6.3 kcal/mol for the –ME and the –EE structure,
respectively. Alternatively, one can calculate n<YV|-
H0|YV>with the EE polarized wave function YV and
the gas phase potential. The difference, n<YV|-
H0|YV>)n<Y0|H0|Y0>, represents the effects of the
wave function polarization on the gas phase excitation
energy, and is –0.2 and +0.35 kcal/mol, respectively.

When both YV and HV are used, n<YV|HV|YV>is the
self-consistent excitation energy in the protein field
(with the polarized wave function), and n<YV|HV|YV>
)n<Y0|H0|Y0>is the overall shift of excitation energy
at the given geometry due to the protein field. They
are +2.9 and +6.1 kcal/mol for the –ME and the
)EE structure, respectively. These results clearly show
that the effect of wave function polarization by the
protein field on the excitation energy is very small, and
the shift of the excitation energy, n<YV|HV|YV>–
n<Y0|H0|Y0>, can be calculated essentially with the
protein potential, HV –H0, and the unpolarized wave
function Y0 as n<Y0|HV –H0|Y0>. Now let us discuss
the origin of the blue shift by the protein field. Upon
excitation, the positive charge of the chromophore
moves away from the Schiff base, which reduces the
electrostatic interaction with the negatively charged
Asp212 and Asp85, thus increasing nE. The increase in
nE is larger for the EE optimized structure, in which
water molecules (especially W402) and Asp residues
(especially Asp85) are slightly closer to the Schiff base.
The latter would be expected based on the polarization
of the chromophore in the electronic embedding opti-
mization, which increases the electrostatic interaction
with the negative groups and thus decreases the
distance. Finally, in Fig. 3 we show the contributions
to n<Y0|HV –H0|Y0>, the electrostatic effect of the
protein environment on the excitation energy, of all
the protein residues within a certain distance from the
chromophore. Note that we use the shortest distance
between the residue and the chromophore, and not the
distance between the center of the residue and the center
of the chromophore. Contributions from negatively
charged, positively charged and neutral residues are
shown separately, as well as all the residues together.
The effect from the charged groups is large and erratic
close to the chromophore. However, beyond 15 Å from
the chromophore, all the contributions from the nega-
tively charged residues increase the excitation energy,
while all the positively charged groups reduce the exci-
tation energy. This is simply the result of the location of
the chromophore in the protein. The protonated Schiff

Table 2. Vertical excitationenergies nE (kcal/mol) at the various computational levels. Y0 and YV stand for unpolarized and polarized
wave functions, respectively, and HV and H0 for the Hamiltonians,with and without inclusion of the electrostatic interaction with the
proteinenvironment

Structure TD–HF or TD–B3LYPa CIS

Exp.b n
<Y0|H0|Y0>

n
<YV|HV|YV>

n
<Y0|H0|Y0>

n
<Y0|HV|Y0>

n
<YV|H0|YV>

n
<YV|HV|YV>

ONIOM(HF:Amber)–ME 50.3 68.34 70.97 (+2.63) 73.10 75.93 73.08 75.98 (+2.89)
ONIOM(HF:Amber)–EE 73.59 79.39 (+5.80) 77.87 84.20 78.22 83.95 (+6.08)
ONIOM(B3LYP:Amber)–ME 56.97 58.30 (+1.33)
ONIOM(B3LYP:Amber)–EE 55.80 58.23 (+2.43)
HF (gas phase) 68.97 73.66
B3LYP (gas phase) 57.09
In methanol 61.4

aTD–HF forONIOM(HF:Amber) and HF structures, and TD–B3LYP forONIOM(B3LYP:Amber) and B3LYP structures
bFrom references [5] and [6]
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base is more or less placed in the center of bR, and thus
the polyene fragment extends away from the center,
towards the surface of the protein. Because of the size of
the system, the region that is further than 15 Å away
from the chromophore cannot be located on the polyene
side of the protein (with respect to the Schiff base) but
must be at the opposite side. Now the positive charge of
the Schiff base migrates along the polyene chain upon
excitation, thus always away from the >15 Å region,
and the potential at each residue in the >15 Å region is
lowered. The amount the potential is lowered with
depends on the exact location of the residue, but the
contributions to the excitation energy will all be of the
same sign for residues with the same charge. Further-
more, when we look at the effect from only the neutral
residues, the curve is quite smooth and goes steadily
down, up to about 10 Å. If the orientation of the groups
were random, the curve should remain at zero. There is a
net decrease in the excitation energy by about 2 kcal/
mol, suggesting that there is a specific orientation of the
(neutral) residues. This could be provided by the direc-
tion of the helices, but in the present system this effect
should more or less cancel since the helices are parallel
and in different directions. A second explanation could
be the orientation of the residues to the chromophore
charge distribution. Some detailed analysis of individual
contributions may be useful in the future.

Discussion

Our results show that the effect of the charge distribution of
the protein environment at a given ground state geometry
causes a blue-shift, in accordance with the findings by
Houjou [7] and Hayashi [11]. Our most important finding
is that at the ONIOM(HF:Amber) optimized geometries,

the shift is large (5.8–6.1 kcal/mol with – EE), and this is
caused by a large change in the geometry of the chromo-
phore when the effect of protein is taken into account.
This shows that the level of optimization is critical, which
has not been investigated previously. However, the
blue shift is reduced to 2.4 kcal/mol at the ONI-
OM(B3LYP:Amber)–EE optimized geometry. Consid-
ering the fact that HF tends to overemphasize changes
in bond alternation and that B3LYP results are in
general more reliable than the HF results, with the
lack of better calculation, we are inclined to side
with the B3LYP results. We believe our ONIOM
(TD–B3LYP:Amber) value of 58.2 kcal/mol is a good
prediction of the excitation energy within the limits of our
model. For the same partitioning, Hayashi predicts
63.5 kcal/mol at the CASSCF–MRMP level [11], where
the difference may be caused by the HF(3–21G)/Amber
level used for the optimization. Houjou predicts
62.1 kcal/mol at a semi-empirical MO level without op-
timization of non-H atoms [7]. However, in this paper, we
have not investigated the electronic effect of the counter
ion Asp85. Hayashi predicts an increase of 13 kcal/mol at
theCASSCF level, which is verymuch in contrast with the
prediction of less than 1 kcal/mol by Houjou. One likely
reason is thatHayashi’s calculation also includes the three
water molecules in the reaction center, while these do not
exist in Houjou’s structure. It is not clear how the counter
ions would affect our work. The main reason, however,
for the discrepancy of our prediction and the experimental
value is the neglect of the polarization of the protein
environment, which has just recently been investigated
in detail by Houjou [8]. A decrease of 8.0 kcal/mol was
predicted at their semi-empirical level for the model
similar to ours. Adjusting our prediction with this value
yields 50.2 kcal/mol, which is extremely close to the
experimental value of 50.3 kcal/mol.

Fig. 3. Electrostatic effects of
the protein environment on the
excitation, as integrated
functions of the distance from
the chromophore, total and
separately from negatively
charged, positively charged,
and neutral protein residues.
For this figure we used the
ONIOM(HF:Amber)–ME
optimized structure, and the
unpolarized wave function
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It is clear that the protein electrostatic field alone
cannot produce the Opsin shift, although we do not have
a direct comparison of calculated excitation energies in
both solution and protein. The gas phase results show
similar excitation energies as in bR, thus the most likely
origin of the Opsin shift is the effect of the solvent or the
counter ion.

Conclusions

We have shown that the level of optimization is critical
in the calculation of the excitation energy in bR.
Especially at the HF level, where the geometry of the
chromophore depends much on the protein field, large
differences in the excitation energy are observed for
the different optimization levels. However, for all the
structures, we find the protein electric field to increase
the excitation energy with respect to the in vacuo excita-
tion energy of the chromophore in the protein, while the
Opsin shift corresponds to a decrease of the excitation
energy from that in methanol solution. Our level of theory
is high, but since the model is limited and polarization
effects of the protein environment have not been taken
into account, our results still differ 8 kcal/mol from the
experimental value. We believe that the limitations of
our model are understood, and that future studies at this
level can fully account for the excitation in bR. In ad-
dition, the protein environment seems to be constructed
in a specific way that lowers the excitation energy. This
will be subject to further investigation.
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